RHEL - Add Disks & Expand Logical Volume

Clark Mercer 2017-05-04

This document walks through adding physical disks to a physical Red Hat Enterprise Linux (RHEL)
server. The disks are added in a RAID mirror for fault tolerance. The disks are then used to expand the
“/data” partition of the RHEL server. A similar process can be used to add space to any LVM volume on
any Linux server (physical or virtual).

= Add new physical disks to the server

= (Create a partition on the new disk

= Create a Physical Volume on the new partition

= Expand the Volume Group with the new Logical Volume
= Resize the Logical Volume

» Resize the filesystem
= Check the consistency

The diagram that | drew below explains the Linux LVM and lists some helpful commands at each step.
The process from left to right is representative of what | demonstrate in this document.
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Power off the server and insert the two new disks into the 3™ and 4™ slots.
Push firmly on the disks so that they are properly seated.

Power on the server.

is bootin

g up, it will begin displaying messages like this:

HP Prolian

30 GB Installed
Proliant System BIOS - P67 (05/05/2011)
Copyright 1982, 2011 Hewlett-Packard Development Company, L.P.

2 Processor(s) detected, 8 fotal cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5620 @ 2.40GHz

Proc 2: Intel(R) Xeon(R) CPU E5620 @ 2.40GHz

QP! Speed: 5.8 GT/s

HP Power Profile Mode: Custom

Power Regulator Mode: Static High Performance

Advanced Memory Profection Mode: Advanced ECC

Support
Redundant ROM Detected - This system contains a valid backup system ROM. Q 9

(N B

Watch the bottom of the screen for the message, “Press any key to view Option ROM messages”.
Once that message appears, press the [space] bar. The message is outlined in red below:

ossionf

Proliant System BIOS - P67 (05/05/2011)
Copyright 1982, 2011 Hewlett-Packard Development Company, LP.

2 Processor(s) detected, 8 total cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5620 @ 2.40GHz

Proc 2: Intel(R) Xeon(R) CPU E5620 @ 2.40GHz

QP! Speed: 5.8 GT/s

HP Power Profile Mode: Custom

Power Regulator Mode: Static High Performance

Advanced Memory Protection Mode: Advanced ECC Support
Redundant ROM Detected - This system contains a valid backup system ROM.
Inlet Ambient Temperature: 21C/69F

PmanylmybviewopﬁonROMW
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5. The system now begins displaying various other messages that it would not have displayed
otherwise. Get ready to tap the [F8] key, but do not do so yet. If you tap [F8] too early, it will
enter the iLO Server Management utility and you'll have to start over from power off.

SATA Option ROM ver 2.68.B12

Copyright 1982, 2888. Hewlett-Packard Developnent Company, L.P.
Portl: (CD-ROM) hp DUD A DSBASLH

Broadcon NetXtreme II Ethernet Boot Agent v6.8.11
Copuright (C) 2808-2818 Broadcom Corporation
All rights reserved.

Press Ctrl-S to enter Configuration Menu

6. Once the screen shows, "HP Smart Array ..." press the [F8] key to enter the RAID controller.

SATA Option ROM ver 2.68.B12

Copyright 1982, 2008, Hewlett-Packard Development Company, L.P.
Portl: (CD-ROM) hp DUD A DSBASLH

Broadcon NetXtreme Il Ethernet Boot Agent v6.8.11
Copyright (C) 2808-2810 Broadcom Corporation

All rights reserved.

Press Ctrl-S to enter Configuration Menu

Integrated Lights-Out 3 Standard
il0 3 v1.26 Aug 26 2811 <IP unknown)

Slot @ HP Smart Array P418i Controller (256MB, v5.14)

2 Logical Drives

7. From within the RAID controller to navigate around you will use the arrow keys and [tab]. The

[space] bar checks boxes, function keys perform special operations, and [enter] and [esc] are
used as well. Ifin doubt, read the bottom of the screen for navigation tips.



8. Firstselect “View Logical Drive” to ensure everything looks as you expect. RAID disks or
virtual/logical disks are displayed. If you only have one mirror, you would expect to only see one
disk that shows “"RAID 1+0”. For the purposes of this document, RAID 1+0 should just be
interpreted as a mirror or RAID1 (RAID 1+0 or RAID 10 is outside the scope of this document).

9. Afterviewing the logical drive, press the [esc] key to return to the main menu.

10. Arrow up to “Create Logical Drive” andpreggievntgr].r B

Option ROM Configuration for Arrays, version 8.48.38.82
Copyright 2811 Heulett-Packard Developnent Company, L.P.
Controller: HP Smart Array P418i, slot @

E Logical Drive

Logical Drive
Delete Logical Drive
Select as Boot Control ler
Select Boot Volume
Manage License Keys
Cache Settings

¢Enter> to create a new logical drive ;
<UP/DOHN ARROK> to select main menu option; <ESC> to exit

11. From the next screen the available disks will be shown as well as which physical bay they are in.
This will enable you to visually identify on the front of the server that the disks are the ones you
recently inserted.

12. Navigate with [tab] and the arrow keys to ensure that the box is checked on the left of each of
the disks using [space] bar, and ensure the box for “"RAID 1+0” is checked as well.

13. Once the screen looks like it does below, press [enter] to create the new drive.

Option ROM Configuration for Arrays, version 8.48.38. &
Copyright 2811 Hewlett-Packard Developnent Conpany, L.P.
Controller: HP Smart Array P418i, slot @

— Udlldble PhuledI Drives=== =3 =RAID Configurations
[OxPort 1, hax 1. Jiay 3. 1660-20 st o0 | TR
[X1 Port ll Box l Bay -1 1668 . ZCB sam HDDY § [ 1 RAID S
[X] RAID 1+8
[ IRAID @

n—
I ] Use one drive as spare
Parity Group Count
2 inun Boot partition=—
3 [X] Disable (4GB maximun)
q [ ] Enable (BCB maxinun)
5

¢Enter)> to create a logical drive; <(Tab> to navigate
<UP/DOMN ARRDWY to scroll; <ESC> to return; <Space Bar> to select



guration.

14. Read the message and press [F8] to sa

=0

ve

the confi
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Option ROM Configuration for Arrays, version 8.48. 8.82
Copyright 2611 Hewlett-Packard Development Conpany, L.P.
Controller: HP Smart Array P418i, slot 8

You have selected a logical drive with a total
data size of 1.8 TB ( 931.48 GiB )
and RAID 1+8 fault tolerance.

| Press <F8> to save the configuration
Press <(ESCY to cancel

<F8> to save the configuration
<ESC> to cancel

Option ROM Configuration for Arrays, version 8.48.38.82 Option ROM Configuration for Arrays, version 8.48.38.82
Copyright 2811 Hewlett-Packard Developnent Conpany, L.P. Copyright 2811 Hewlett-Packard Developnent Conpany, L.P.
Controller: HP Smart Array P418i, slot 8 Controller: HP Smart Array P418i, slot 8

Conf iguration saved

Press <Enter> to continue

<Enter> to continue




15. Now from the main men

Option ROM Configuration for firrays, version 8.48.38 82 Option RON Conf iguraton for A rays, version 8.48.38.82

Copyright 2811 Hewlett-Packard Deve lopnent Copyright 2811 Hewlett-Packard Developnent Conpany, L.P,
Controller: HP Snart Array P418i, slumn e LE Controller: HP Snart Array P418i, slot 8

===flvailable Logical Drives
Logical Drive # 1, RA +8, 146.77 CR
Logic i , RAID 1+8, 1.88 1B,

r——-ﬁin Henu
Create Loaical Drive

Delete Logical Drive
Select as Boot Conmtroller
Select Boot Uolume
Manage License Keys
Cache Settings

¢Enter> to vieuw the existing logical drives <Enter> to view logical drive details; <Tab> to toggle size units
<UP/DOHN ARROK> to select main nenu option; <ESC> to exit <UP/DOHN ARROW> to select logical drive; <ESC> to return

16. When you're happy with the result, from the main menu press the [esc] key to exit the RAID controller.
17. You may now notice that the controller displays the message, “**** Updated Logical Drive Count: 2" like
this:

SATA Option ROM ver 2.80.512
Copyright 1982, 2068. Hewlett-Packard Developnent Conpany, L.P.
Portl: (CD-ROM) hp DUD A DSBASLH

Broadcon NetXtreme I1 Ethernet Boot Agent v6.8.11
Copyright (C) 2808-2018 Broadcom Corporation

All rights reserved.

Press Ctrl-S to enter Configuration Menu

Integrated Lights-Out 3 Standard
il0 3 v1.26 Aug 26 2811 <IP unknown>

Slot 8 HP Smart Array M18i Controller (25608, v5.14) 1 Logical Drive
s=u» Updated Logical Drive Count: 2

18. You may now boot into the operating system to complete the remaining steps that follow.



Commands for this section:

# list, create, delete partitions
# list block devices

# list logical volume capacities

1. Inorderto perform the disk and LVM steps, you must first become root, so do so now.
2. Now use the following command to identify which block device is the new disk.

#* root@wrh-Is-broker:~
[root@wrh-1s-broker ~]1# 1sblk
MAJ:MIN EM SIZE RO TYPE MOUNTPOINT
136.7G6 0 «¢
16 [ /boot
4G [SWAF]
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[root@wrh-15-broker ~]1#
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3. Inthe above picture, you can see the new disk is sdb. The full device name is “/dev/sdb".
We will now create a partition on the new disk using the following command:

5. Itisimportant to note that any configuration changes made in fdisk are only in memory and are
not actually written to disk until you press the ‘w’ key. If you make a mistake, just quit out with
the ‘q’ key. This way none of your changes will take effect and you can start over from scratch.
For this reason, exercise caution before using the ‘w’ menu option as it will permanently write
the changes to disk.

6. Now that you are in fdisk, tap ‘m’ to display the menu list of options.

7. Now tap 'p’ to print the current partitions.

8. You should see that there are currently no partitions present.




#* root@wrh-ls-broker:~

print this menu

add a new partition

create a new empty DOS partition table
print the partition table

quit without saving changes
create a new empty Sun disklabel
change a partition's system id
change display/entry units

verify the partition table

write table to disk and exit
extra functionality (experts only)

wmE o twO'o o s 3

Command (m for help):|p

Disk /dev/sdb: 1000.2 GB, 1000171331584 bytes, 1953459632 sectors
Units = sectors of 1 ¥ 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 4096 bytes

Disk label type: dos

Disk identifier: 0x4ebBaacH

Device Boot Start Blocks Id System

Command (m for help): §

We are now going to create a new partition by taping 'n’. You will then be asked a series of
questions. Tap [enter] to accept all of the default answers. This will create a single primary
partition utilizing the entire disk.

. Once you've created the partition, tap ‘p’ to print the partition table.
2 root@wrh-ls-broker:~

p primary (0 primary, 0 extended, 4 free)
e extended
Select (default p):
Using default response p
Partition number (1-4, default 1):
First sector (2048-1953459%631, default 2048):
Using default value 2048
Last sector, +sectors or +size{K,M,G} (2048-1953459631, default 1953459%9631):
Using default value 1953459631
Partition 1 of type Linux and of size 931.5 GiB is set

Command (m for help): p

Disk /dev/sdb: 1000.2 GB, 1000171331584 bytes, 1953459632 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 4096 bytes

Disk label type: dos

Disk identifier: OxdebB8aac9

Device Boot start End Blocks Id System
/dev/sdbl 2048 1953459631 976728792 83 Linux

command (m for help):

11. We now need to change the partition type from “Linux” to “Linux LVM", so tap ‘t’ for type.
12. Enter'8e’ for the “Hex code” and press [enter].




13. Now press 'p’ to ensure that the partition shows "“Linux LVM”

Device Bo ar ocks d |System
/dev/sdbl 2048 9534! 976728 Linux LVM

Command (m for help): I

14. If there is a problem or for some reason you do not want to make any of these changes, tap 'q’,
but if you're sure everything is correct, tap ‘w’ to write the changes and exit.

Commands for this section:

physical volume summary
physical volume details
create a physical volume
list pv commands

HH= H H
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2. Like the picture above, you should now see the partition that you just created as sdba.
3. View the current physical volume summary with the command:
oker ~]# pvs =
Fmt Attr PSize
lvm2 a--— 131.

4. Create a new physical volume from the new partition with the following command:
pvcreate /dev/sdbl

[root@wrh-1s-broker ~]# 1lsblk
MAJ:MIN EM
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Physical volume " / ) successfully created.
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Commands for this section:

volume group summary
volume group details
extend the volume group
list vg commands

T

vg[tab] [tab]

1. First view the volume group summary using the command:

~1# vgs
#PV #LV #SN Attr VSize VEree
0 wz--n- 131.70g 140.00m
ker ~1% i

2. Note that the name is "VG0"”. Now view your physical volumes with the command:

pvdisplay
-—— Physical volume -
PV Name

131.70 GiB / not usable 2
yes

Allocated PE
PV UUID 50zP6w-Qv1e-Dg 8Z5C-BP5B-1LXhI-zBueiL

"/dev/sdbl" is a new physical volume of "931.48 GiB"
——— NEW Physical
PV

VG
BV 931.48 GiB
) NO
0
0

PV UUID LtWYVE




3. View the syntax of the next command using the "“--help” like this:

vgextend --help

4. Extend the volume group using the following command:

vgextend VGO0 /dev/sdbl

# root@wrh-Is-broker:~

d —-help
3 to a volume group

[-v|-——verboss

[-—version]

[-yl--y

[ PHYSICAL DEVICE OPTIONS ]

VolumeGroupName PhysicalDevicePath [PhysicalDevicePath...

[root@wr s-br - gextend VGl

5. Now view the volume group to see the new size using the commands:
vgs

vgdisplay)

Commands for this section:

logical volume summary
logical volume details
extend a logical volume
list 1lv commands

T

Now that you have a larger volume group, you can expand any of your logical volumes. The following
demonstrates using all of the new volume group space to enlarge the ‘/data’ partition.

1. View the current 32GB size of the data partition (physical volume) and details with the
commands:

lvdisplay | less




Z* root@wrh-ls-broker:~
[root@wrh-1s-broke
LV Attr LS Pool Or n Data%
AUDIT G0 -wi-ao——- 16
DATA G0 -wi-ao———-— .
HOME VG0 —-wi-ao——— 16
ROOT 1
TMP
VAR
VARL -wi-ao———— 16
[root@wrh-1s-broker ~]1# I

5 Nar
UUID
Write Acce
C ion host, time

LV Path
LV Nan

VG Name
LV UUID

2. View the lvextend command syntax by using the command:
lvextend --help

3. Now extend the “/data” partition (logical volume) to use all remaining space on the volume
group with the below command:
lvextend -1 +100%FREE /dev/VGO/DATA



#* root@wrh-ls-broker:~
[-h|--help

devsync]
ortformat

[-t|--test]
[-—type VolumeType]
[-v|——werbose]

roker ~1#|1
ical volume V
nts)

LV
AUDIT
DATA
HOME
ROOT
TMP
VAR
VAR
[root@w

[ PhysicalVolumePath...




Commands for this section:
AERNAVARS # resize filesystem to match the logical volume
df -h # list partition capacities (filesystem)
1. View the current filesystem size of the “/data” partition using the df command:
| egrep "Filesystem|data"

y "Filesystem|data”
11 Us d on
49M 30G

ot@wrh-1s-broker ~]
[root@wrh-1s-broker ~]1# I

2. Notice that the filesystem does not yet know that the physical volume is actually much larger
now. Resize the filesystem to match the underlying physical volume with the command:

resize2fs /dev/VGO/DATR
#* root@wrh-Is-broker:~ M =] E3




3. Now repeat the command from step 1 to verify that the filesystem now sees the correct size:
-h | egrep "Filesystem|data"

£ root@wrh-ls-broker:
stem|data”
Mounted on

Commands for this section:
# check the filesystem to ensure there are no problems

1. Inorderto check the filesystem on “/data”, we must first unmount it. In order to do that we
should ensure that nothing is accessing files on that partition. A useful command for this is:
lsof | grep /data

ep
1dm cwd DIR
root cwd DIR

2. Asyou can see above, the smb daemon is using data, so we must stop it with the command:

systemctl stop centrifydc-samba



3. Once everything has been stopped from accessing “/data”, unmount it with the command:

umount /data

4. Now you can perform a filesystem check using the following command:

fsck /dev/VGO/DATA

oot@wrh-1s-kL ~1# umount
rootl@wrh-1s-
sck from util-
: sck 1. 9 (
er, T 32/63152128 files 05440 blocks
-1ls-broker

5. You can now mount “/data” again using the following command:

mount -a

6. Atthis point | suggest rebooting the server to ensure that everything comes up as expected
now that you've made these disk changes.
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